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Thank you for joining us today.

In this webinar we will explain how physics-based models of eGaN device gate failure mechanisms and of dynamic Rds(on) can be used to project the lifetime of an eGaN device over all voltages and temperature ranges


Die and Package Stress Tests



Presenter
Presentation Notes
Before we get started, I just want to give an overview of EPC’s test-to-fail methodology.  Today, the semiconductor industry tries to qualify devices by testing them at one data point, say for example, maximum temperature and maximum voltage. 
And then, making sure that no devices fail after a certain period of time, maybe a thousand hours. In doing that, you don't know when or why devices fail. 
So EPC has embarked on a very aggressive program to determine when and how our devices fail under all stress conditions. 
And this table is a summary of that.
(Build# 1) In the left-hand column, we have the stressors.
The include voltage, current, current and voltage together, high rate of change in voltage and current, temperature, humidity, mechanical stress, thermo mechanical stresses, all the different ways that a device will experience stress.
(Build#2) And from that, we found a large group of intrinsic failure mechanisms. 
At times, what we had to do was stress devices well beyond the data sheet, in order to find that failure mechanism. 
In the Phase 12 report, we report on several new mechanisms.
(Build#3) And it's shown here on the right-hand column. 
The ones that are in green are the ones that are addressed in the Phase 12 report now available online at www.epc-co.com.
The ones that have numbers on them are addressed in references at the end of the report, which are previous phase reliability reports from EPC available on our website (Build #4).
So, let's go ahead and look at one of the basic failure's mechanisms based on voltage stress on the gate to source.




Stress — Voltage

Gate-Source
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Initially this was thought to be the simplest case and, the one with the most concrete answers to it.  Over time, however, we found there were a few unanswered questions that needed more digging.  That’s what we will report on today.




Gate-Source Voltage Stress
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To start off with, let's look at the structure of our gate to source in our eGaN transistors.



Gate Acceleration: Analysis
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So we took devices well beyond their data sheet to monitor how they fail.
The graph on the left shows the probability of a failure on the vertical axis.
And on the horizontal axis, the time for that failure.
We took groups of about 32 devices and we put bias at 8 volts, 8.5 volts, 9 volts and 9.5 volts. 
And we measured exactly when that device exceeded the data sheet limits for the gate.
And you can see, the first device failed at 9.5 volts after a little while, and then more and more devices failed at each voltage
And at 9.5 volts you can see that by the time we get to about 2,000 seconds all 32 divices failed. 
At this point in time, and with this applied DC voltage, the probability of failure is 100% or 1.0
We did that same test at a higher temperature.
You can see that in the graph on the right where we did 9 volts and 9.5 volts 


Gate Acceleration: Time to Failure

This is a mystery!
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From this, we can create these graphs.
On the left-hand side, we show the mean time to failure for devices versus gate voltage at two different temperatures. 
And on the right-hand side, we answer the question, what is the time to failure for a certain percentage of the devices versus gate bias?
In this case, we took the automotive qualified EPC2212 as a representative device.
As you go to higher gate bias, the failure rate of course, increases, and the mean time to failure goes down.
On the right-hand side, we show that in terms of the percentage of failure.
We drew a vertical red line to show the maximum rating of our devices, six volts, and you can see the first diagonal green line that says one PPM, that’s a prediction when you'll see one part per million failures of our gates.
Now, if you follow that line up to the dotted line that says, 10 years, you'll see that at 10 years, we'd expect one part per million fail at approximately 5.25 volts on the gate.
So, if you put 5.25 volts, DC on our gate, and you waited 10 years, you'd see approximately one part per million failure based on this time dependent dielectric breakdown model.  
The graph on the left shows the MTTF vs temperature.  Whereas there isn’t a large change with temperature, it does seem strange that the MTTF (build 1) actually goes up with temperature.  Time dependent dielectric breakdown predicts a small degradation with temperature, not an improvement.
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When we did fail devices, again, by going way beyond the data sheet limits, this is what we saw.
You can see a cross-section of the gate, the gate metal began underneath it, the metal field plate and the dielectric between the metal field plate and the gate metal, and that's where the failure occurred. 
In fact, all the devices failed in this manner, sometimes on the left side of the gate sometimes on the right.

While this initial lifetime study provided a solid phenomenological model of gate reliability in eGaN FETs, many fundamental questions remained unanswered: 
Why does dielectric rupture occur in a high-quality silicon nitride film at an electric field well below its breakdown strength? And, why does this rupture occur at the corner of the gate? 
Why does gate lifetime increase as temperature rises?
Is the simple exponential scaling of MTTF with gate voltage truly applicable to eGaN FETs? Is there perhaps a different model that is predicated on the root physics of failure in GaN? 


Impact lonization Mechanism
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As a result of these collective observations, EPC theorized that a multi-step process was responsible for gate failure at high VGS. This process is shown schematically here (build 1). In the first step, electrons are injected into the p-GaN gate layer from the 2DEG. They are injected via tunneling or thermionic emission over the AlGaN hetero-barrier. Once inside the p-GaN layer, the electrons gain energy rapidly from the electric field (build 2), with some gaining sufficient energy to cause impact ionization (build 3). This leads to the generation of electron-hole pairs, particularly in the high field region just under the gate metal .
In the second step of this process, holes move away from the gate metal under the influence of the field. Near the sidewall of the gate, a certain fraction of holes scatter into the Si3N4 dielectric, where they become trapped in deep states (build4) . This process is aided by the fact that the Si3N4/GaN interface has a Type II staggered band alignment whereby the valence band maximum in Si3N4 is higher than in GaN. This means holes generated in GaN near the interface have no (or low) barrier for emission into the dielectric.
In the final step of this process, holes become trapped in the dielectric, leading to a growing positive charge density Qh. This charge, in turn, leads to an increasing electric field in the dielectric between the metal field plate and gate metal in the vicinity of the gate sidewall. Once this charge density reaches a critical density (Qc), the dielectric ruptures, leading to the kind of catastrophic damage near the sidewall observed in failure analyses of gate failures.


Impact lonization Model Development

G = anw + a, m an = ane_(bn/F)m
q q | |

a,(T) = an;O(l — cAT)

c=06.5x103 K!

Jnl Qc Q _ a9 _ qQc bn\™
]n>>]p MTTF « G MITF « G - anJn o ]nanjo(l—cAT) €Xp [(F) ]

m=1.9

A B m V. =1.0V
MTTF = % = 99 _ exp [( ) ]
G (1—cAT) V+V, A=1.7x10%s

c =6.5x103 K



Presenter
Presentation Notes
And we can calculate all of these mechanisms using basic physics and data supplied from academic research papers.  Shown here are these calculations and (build 1) highlighted is the resulting new equation for predicting the lifetime of eGaN device gates under all voltage and temperature conditions.  To the right of this equation are the variables that were used in the model that come from prior academic research.
Now let’s see how well this explains the experimental data.




Theo/ry\vs. Experimental Results
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(Build 1) Using the equation we just developed we can compare against our experimental results.  (Build 2) Here we show the measured EPC2212 mean time to failure vs. gate to source voltage at 25°C for four different voltage legs. The solid line corresponds to the impact ionization lifetime model. Extrapolations of time to failure for 100 ppm, 10 ppm, and 1 ppm are shown as well. Note that the non-uniform acceleration with voltage of the model (build  3) matches the data well. This voltage acceleration appears as curved rather than linear when viewed in log-linear space. This new model provides a better fit to measurement, wherein the voltage acceleration is observed to decrease as gate to source voltage rises.  The model also predicts the negative temperature coefficient (build 4) as can be seen in this graph. 
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Here is a comparison of the impact ionization model and the simple time dependent dielectric breakdown model previously reported.  Included is the extensive experimental data showing the reasonable fit.  This implication is that parts are even more reliable at lower voltages than reported previously.  Instead on 1 ppM projected failure rate after 10 years at 5.25 V DC, we now believe we should see about 1 ppM failure rate at 6 V DC after 10 years.  This is supported by the fact that we have yet to have a field failure due to gate failure.


Stress — Voltage

Drain-Source
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Now let's take that case and let's go to one that's more complicated and one that certainly has had a lot more discussion in the industry, and that's drain source voltage stress.


Drain-Source Voltage Stress
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And we'll start off again with the cross-section, and this is what a device looks like.
For each and every different device cross-section, we need to do these tests to establish the failure mechanisms and make sure that we're seeing a single failure mechanism.
We have done that, and we do see a single primary failure mechanism from drain source voltage.



Characterizing Rpg,,, Shift in Time

120 V overstress at 150°C (100 V Rated Device)
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And the mechanism is something called dynamic RDSon.
And this is what it looks like when you measure the on resistance of a device versus time.
On the left-hand side, it's just one single device, and we've measured it as time goes on.  This test is being done at 120 volts, and 150 degrees C on a 100 volt rated device.
Now, we’ve tested many, many of these devices, and you'll see on the right-hand side, a larger population showing that there's some variation from device to device.
But by measuring these devices, we have noted that we can extrapolate out the rate of increase in on resistance, that blue line, because it's quite a straight line on a log plot.
And when it crosses the datasheet limit, the red line, that's when we call it a failure.
So as in all these initial tests we looked at failure as being something that is no longer meeting data sheet limits.
So this is much worse than you would see on a normal device under normal conditions




Rps(on) Projection Analysis
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We frequently are asked if our long-term projections are a valid extrapolation from relatively short tests of around 48 or less hours.  Here are the RDS(on) projection generated with the first 5 hours of the test compared with the projection after 1000 hours.  The errors are +/-10%, and even  these small errors in the projection may be influenced by ambient temperature fluctuations during the first five hours. These fluctuations tend to average out over long periods of time.



Drain Stress Weibull Fits
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So once again, we took a bunch of devices, in this case, the 100 V EPC2016C, and we're measuring the probability of failure on the vertical axis, the time to failure and the horizontal axis.
And we did it at the rated voltage, 100 volts.
And then we also did it well beyond the datasheet limit, all the way up to 130 volts.
And you'll see that by extrapolating to when these devices will cross the data sheet, we can create a time to fail.
And that's when we put the dot on this curve.
Now, when you're at 130 volts, the devices exceed data sheet limits quickly.
So you can measure the actual time it crosses the data sheet.
When you're at 100 volts, you have to extrapolate when you predict it will cross the data sheet.





Device Robustness vs. V¢
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Those graphs can be translated into this.
On the left-hand side, you have the time to failure for various percentage failure rates.
So point zero zero zero 1%, that's one part per million.
And 1%, of course, you know, what that is and we also draw a 20 year line on this one.
And you can see at the one hundred volt rating of the EPC2016C, we would expect that the devices would see less than one part per million failure in far more than 20 years, hundreds of years actually. However, if you look at the error bars, you'll see the error bar dips under the 20 year line to a little bit to a little less than 10 years.
And that's the 90% probability line.
So with 90% probability, we can say you should see about one part per million failures at 100 volts, DC bias in about 10 years.
But on the right-hand side, there's a mystery. 
If you look at the drain voltage on the horizontal axis and the mean time to failure on the vertical axis, this is showing the rate of failure versus temperature.
(Build #1) Note that the 90 degrees C line is above the 150 C line and the 35 degrees C line.
In other words, at 90 degrees C, the time to failure is much longer than at lower temperatures or at higher temperatures.
We didn't understand that for several years, and that's a mystery that I want to solve today for you.




Physics of Rpg,n) Shift = Hot Carrier Emission
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To begin to solve this mystery, let’s look at what we think is the mechanism of failure.
It's well documented that you can generate hot carriers in gallium nitride when electrons are exposed to high electric fields.
These electrons get accelerated to a high energy, and it's high enough that they can actually penetrate layers in the device and get trapped.
This image is an actual photograph of the photons emitted by hot carriers as they get trapped in a generation 4 eGaN device.
And we can zoom in on that. (Build#1)
And you can see here, each of the electrons emit a photon as they get trapped and we imaged that light in this photograph.
We've also overlaid the mask design so we can tell exactly where those electrons are and where they're getting trapped.
And it turns out it's the point of highest electric field in the device.
With this imaging tool we could actually modulate the voltage on the device and see when the hot carriers come in and when they don’t.
Based on that, we designed our new fifth generation devices.
So, they would be much less susceptible to hot carrier injection induced dynamic RDSON




Hard-Switching: Effect of V
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But let's go back to the story that we had a minute ago where we apply DC bias on devices in a test called high-temperature reverse bias, or HTRB, and let them sit for thousands of hours and measure the increase in on resistance. Now, when you heat up a device with just DC bias on it, all you have is a leakage current, and that may be just a few micro amps of electrons that are available to be trapped.
Well, these graphs are actually a very different kind of a test.  In order to make sure that we can really understand failures from hot carriers, we wanted to generate as many hot carriers as we can and cause devices to fail quickly.
We developed a circuit that actually generates millions and millions of a hot carriers by generating a 10 ampere current pulse at the voltage that you see on this graph. So instead of micro amps, you have 10 amps going through the device at 60 volts, 80 volts, 100 volts, 120 volts.
And you can see that as you go up to higher voltages, you can actually start to see the on resistance increasing.
The horizontal axis is time and the vertical axis is normalized Rdson normalized to 10 minutes to allow for thermal equilibrium.
The graph on the left is at 25 degrees C. (Build #1)
The graph on the right is at 125 C.
And, here's the essence of the mystery.
Why is it that the on resistance or dynamic on resistance is almost 0 at 125 C even as you go to 120 volts on a 100 volt device?
And yet at 25 C, you can see a significant change in on resistance when electrons are injected at 120 V.
And the answer is that hot carriers, as you raise the temperature of a device, bounce around this thermally vibrating lattice and actually can't go as far before they lose their energy to the point where they can’t jump into a trap.
So, hot carriers have less tendency to get trapped at higher temperatures.
Now we can solve that mystery.
Before we showed that at 90 degrees C devices failed less frequently under DC bias compared to either 35 or 150 degrees C 
That's because there are two competing effects when you're doing HTRB. 
One effect is, as you go to higher temperatures, you generate more leakage current.  The leakage current provides the supply of electrons that can get trapped.
The second effect is that the hot carriers can't travel as far.  So it turns out that as you go to higher temperatures, the temperature effect keeping the hot carriers from getting trapped is more important until you get above 90 degrees C, in which case, you're getting more and more leakage current, so there's a higher number of candidates to get trapped.
It also says that when we're doing traditional HTRB testing at maximum temperature and voltage, we're not testing the devices very well.



Impact of Switched Current
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How about the effect of switch current on dynamic RDS(on)? Here we show two EPC2206 devices that were tested under resistive hard switching at 64 V and 200 kHz. The switch current in one device was twice that in the other. No significant difference was found in either the slope or intercept of the log(t) growth characteristic.  This indicates that the trapping effect has more than enough electrons to saturate. 


Inductive vs. Resistive Switching
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We often get asked about whether the resistive switching results would be the same as inductive switching.  Here we have a comparison of inductive versus resistive hard switching on an EPC2204 FET switching at 80 V and 200 kHz. The same part was tested under inductive mode for the first four hours, followed by resistive mode for the next four hours. Both modes are essentially indistinguishable in terms of dynamic RDS(on). 


Hot Carrier Trapping Mechanism



Presenter
Presentation Notes
Here is a schematic diagram showing hot electron scattering into the surface dielectric near the drain contact. To enter this dielectric, electrons must have sufficient energy to surmount the potential barrier. Once in this dielectric, they fall into deep electron trap states and are trapped effectively indefinitely.
(Build 1) Now let’s look at a band diagram showing band alignment vertically near the drain contact. A surface barrier exists for electrons to enter the conduction band of the Si3N4 surface dielectric. The overwhelming majority of channel electrons have insufficient kinetic energy to get over the barrier. (build 2) But a small percentage of hot electrons do have the energy and enter the insulator. As more electrons are trapped the surface electrostatic barrier is raised as indicated by the arrow (build 3) and the dashed red lines. 
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And here is the physics behind that mechanism for trapping electrons.  This physics takes into account the change in on resistance that results from electrons jumping over the barrier to get permanently trapped in the silicon nitride layer.


Putting it All Together — Hot Carrier Trapping Model
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And here is the end of the calculation and the physical parameters that lead to the lifetime model for on resistance in eGaN devices.  Let’s now see how well this model fits the experimental data.



Model vs Measurement
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Shown here is a comparison of measurement and model for EPC2045 operated at four different voltages and three different temperatures. The agreement is good to within measurement uncertainty.  This demonstrates a good understanding of the mechanisms that cause on-resistance to change over time, temperature, and switching conditions.  All of the mysteries we know of have now been explained and the extraordinary reliability of eGaN devices is supported by the science.



Field Results
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But all of this only matters if the customers get a good result, so let’s look at the experience we have gained after shipping tens of millions of devices over the last four years.



eGaN FET Reliability

Field Failures by Category
1/1/2017- 12/31/2020

Proven Reliability — 226 billion device hours in the field since
January 1, 2017 with only 3 device failures.
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As of this recording, we now have 226 billion device hours documented use in the field since January 2017 in our key automotive and telecommunications applications.  And we have a total of three device units that have failed. These three device units failed for an extrinsic failure mechanism, a defect in the wafer fab, that has since been fixed.  No MOSFET has ever come close to this level of field reliability.  
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This webinar detailed just a few of the critical aspects of the recently published Phase 12 reliability report.

The full report is available on our website at epc-co.com

https://epc-co.com/
https://epc-co.com/epc/Products/Publications/GaNTransistorsForEfficientPowerConversion.aspx
https://epc-co.com/epc/DesignSupport/TrainingVideos/HowtoGaN.aspx
https://epc-co.com/epc/Products/eGaNFETsandICs.aspx
https://epc-co.com/epc/Products/DemoBoards/EvaluationKits.aspx
https://epc-co.com/
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